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Abstract: - The data mining technology is a process of  identifying patterns and information from a huge 

quantity of data. In a single repository data base where data is stored in central site, then applying data mining 

algorithms on these data base, patterns are extracted which are converted into information. It  becomes 

important area for financial organization like banking sector, insurance sector, stock market etc. Banking 

systems gather huge amount of data like customer information, transaction details, loan details, credit card 

details etc. It helps to find hidden patterns in a group and discover unknown relationship in the data. Instead of 

quantitative and statistical data characteristics, this technique helps in data interpretations for the banking sector. 

Data mining tools helpful for leading banking for credit scoring service and approval predicting payment lapse, 

fraud detecting etc. By applying data mining techniques bankers are getting advantage in competitive market. It 

is also helpful for the retailers for customer buying tradition and also desires. This proposed work in this paper 

is the combination of  supervised machine learning algorithms, Classification and Regression Tree (CART), 

Adaboost and Logitboost, Bagging and Dagging are proposed for classification of banking data. These resulted 

forms help researchers to detect fraud in banking data. The experimental result shows the performance analysis 

of different meta-learning algorithms and also compared on the basis of misclassification and correct 

classification rate. Smaller misclassification reveals that bagging algorithm performs better classification of   

banking data fraud detection  technique.. The proposed work in this paper is the combination of five supervised 

machine learning algorithms, Classification and Regression Tree (CART), Adaboost, Grading, Bagging  are 

proposed for classification of banking data. The experimental result shows the performance analysis of different 

meta-learning algorithms and also compared on the basis of misclassification and correct classification rate. 

Smaller misclassification reveals that bagging algorithm performs better classification of banking data fraud 

detection technique.  

 

I. INTRODUCTION 
The modern technology has great influence on banking business. All traditional banks compelled to 

adopt and implement new technological approach not only to improve financial and customer relationship but 

also to reduce time and cost to survive in this competitive market. Some automated software which radically 

changed the basic definition of the definition of the banking business.  

Data mining is the process of extracting hidden and unknown  knowledge by applying statistical and 

machine-learning techniques for extracting interesting patterns from huge data base. Data mining is the 

application of statistical and machine-learning techniques for extracting interesting patterns from raw data [4]  

The strong security systems maintained in banking industries to avoid fraud in internet banking. 

Though fraud in banking can not be removed drastically., but to the some extent can be minimized.  Programs 

for Machine Learning, published in 1993 [1], that many applications of artificial intelligence are based on a 

model of knowledge that is usually employed by a human specialist. This paper helps to minimize the bank 

fraud by using  different meta learning algorithm. Initial work on the forecasting system of  banking system is 

done by Frankel and Rose using some indicators in relation to the emerging currency markets[2]. The first group 

indicates  integrated indicators of interest rates of interest rates and output growth[3]. The second group includes 

national macroeconomic indicators like sudden changes  the rate of production[3]. The third category includes 

indicators of price revaluation, the current account deficit and the level of debt. The fourth class of variables 

describes the determinants of a debt structure [10].  

 

1.1Application of Data Mining in Banking Sector  

Various areas where data mining can be used   in financial sectors [5][6][7] like customer segmentation and 

profitability, credit analysis, predicting payment default, marketing, fraudulent transactions, ranking 

investments, optimizing stock portfolios, cash management and forecasting operations, high risk loan applicants, 

most profitable Credit Card Customers and Cross Selling. Certain examples where banking industry has been 

utilizing the data mining technology effectively as follows.  
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1.2Fraud Detection Fraud detection  

[8][9] [10][11] [12] is the recognition of symptoms of fraud where no priorm suspicion or tendency to fraud 

exists. Fraud is defined as „a deception deliberately practiced in order to secure unfair of unlawful gain. Fraud 

detection is the detection of criminal activities which occurs in commercial organizations such as banks, credit 

card issuing organizations, insurance agencies, mobile companies, stock market. Themmalicious users might be 

the actual customers of the organization or might be posing as a customer (also known as identity theft) [11]. 

Financial Organizations especially banking sectors follows mainly two approaches[5] [12]towards determining 

the fraud patterns, online transaction check and Offline transaction Check.  

 

1.3 Risk Management 

Data Mining is used to identify the risk factors in each department of banking business [6]. Credit 

Approval authorities in the financial organization used data mining techniques to determine the risk factors in 

lending decisions[13] by analyzing the data based on nationality, repayment capacity and so on. Retail 

marketing department uses data mining methodologies to find the reliability[14] and the behavior of credit card 

applicant[8] while selling the credit cards. They uses data mining techniques on existing customers to sell credit 

cards or increase customers credits or top up on credit card loans [15]. In commercial lending, data mining plays 

a vital role. In commercial lending, risk assessment is usually an attempt to quantify the risk of default or loss to 

the lender when making a particular lending decision or approving a credit facility [8]. 

Data Mining can be used to derive credit behavior [8] of individual borrowers with parameters card 

loans, mortgage value, repayment and using characteristics such as history of credit, employmen period and 

length of residency. A score is thus produced that allow a lender to evaluate the customer and decide whether 

the person is a good candidate for a loan, or if there is a tendency to become high risk of default[14] Customers 

who have been with bank for a longer periods of time, remained better with bank and have good credit history 

and have higher salaries/wages, are more likely to receive a loan than a new customer who has no credit history 

with the bank, or who earns low salaries/wages[17].Bank can reduce the risk factors to maintain a better position 

by knowing the chances of a customer to become default[18] [19]. 

 

II. ALGORITHM USED 
1.Classification and Regression Tree(CART)  It was introduce by Breimann 1984.It builds both classification 

and regression tree (Gini index measure is used for selecting splitting attribute. Pruning is done on training data 

set. It can deal with both numeric and categorical attributes and can also handle missing attributes. [12]. The 

CART monograph focus on the Gini rule which is similar to the better know entropy or information gain 

criterion [13]. For binary (0/1) target the 'Gini measure of impurity" of a node t is: Classification and regression 

free provide automatic construction of new features within each node and for the binary target[11]. 

 

 
Figure 1: Screen shot for C4.5 classifier performance 

 

2. Adaboost It  is a machine algorithm, formulated by Yeave Freud and Robert Scapire. It is a meta-learning 

algorithm and  used in conjunction with many other learning algorithms to improve their performance. 

[11]AdaBoost is an algorithm for constructing a”strong” classifier as linear combination. AdaBoost is adaptive 

only for this reason that subsequent classifiers built are weaked in favour of those instances misclassified by 

previous classifiers. AdaBoost is sensitive to noisy data and outliers. In some problems, however, it can be less 

susceptible to the over fitting problem than most learning algorithms. The classifiers it uses can be weak (i.e., 

display a substantial error rate), but as long as their performance is not random (resulting in an error rate of 0.5 

for binary classification), they will improve the final model. 
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Figure 2: Screen shot for Adaboost classifier performance 

 

3. Logiboost LogitBoost[11] is a boosting algorithm formulated by Jerome Friedmome, Trevor Hastie, and 

Robert Tibshirani. LogitBoost represents an application of established logistic regression to the AdaBoost 

method. Rather than minimizing error with respect to y, weak learners are chosen to minimize the (weighted 

least-squares) error of  with respect to 

, 

where ,  and . 

That is  is the Newton-Raphson approximation of the minimizer of the log-likelihood error at stage , and the 

weak learner  is chosen as the learner that best approximates by weighted least squares. 

 

 
Figure 3: Screen shot for Logiboost classifier performance 

 

 

 

 

 

 

 

 

 

 

http://en.wikipedia.org/wiki/Newton-Raphson
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4.  Bagging  

 
Figure 4: Screen shot for Grading classifier performance 

 

Algorithm 

classification 

Correct 

Classification Rate Mis- Classification 

CART 88.0000 12.0000 

ADABOOST 73.0000 27.0000 

GRADING 54.3333 45.6667 

BAGGING 90.3333 9.6667 

 

 
Figure-4 
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Figure-5 

 

.Graph for Correct Classification VS.  Misclassification rate 

 
Figure-6 

 

III. CONCLUSIONS 
This paper represents computational issues of four supervised machine learning algorithms i.e., 

Classification and Regression technique algorithm, Adaboost algorithm, Logitboost algorithm and Bagging 

algorithm with dedicating role of detection of weather forecast on the basis of classification rule. Among four 

algorithms, Bagging algorithm is the best in performance.. In order to compare the classification performance of 

four machine learning algorithms, classifiers are applied on same data and results are compared on the basis of 

misclassification and correct classification rate and according to experimental results in table 1, it can be 

concluded that Baging is the best as compared to adaboost, logitboost, Classification and Regression Technique. 
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